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Misinformation:

“Information that is not true” (Rulis 2024; Au 2022)

* Must be incorrect “based on the best available evidence from relevant experts at the
time” (Vraga and Bode 2020)

* Not necessarily created or propagated as an intentional falsehood (Vasist 2023;
Bradshaw 2024)
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Challenges posed by Misinformation

* Positive correlation with societal ideological polarization and verbal/material conflict between

citizens and governments (Vasist 2023; Rulis 2024)

* Several international incidents of political violence attributed to widespread: misinformation:
hate crimes in UK following Brexit, Jan 6t insurrection in US, anti-Muslim riots in Myanmar (Rulis

2024; Wardle and Derakhshan 2017).

* |n cases of conspiracy theories, stronger belief of misinformation correlates with higher likelihood of

supporting political violence (Enders et al. 2022)
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Automatic Fact-Checkers (AFCs):
Digital tools that determine whether a claim is true (Guo, Schlichtkrull and Vachos 2021)

* Generally privately developed (Lee et al. 2013)

* Developed by use of training data, from which AFCs “learn” to recognize digital
patterns common in pieces of misinformation (Akhtar 2023)

* May have web-scraping abilities to compare claims with data from other digital
sources

* Canrequire degree of human oversight (Graves 2018)
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Advantages
AFCs can:

. Accurately verify pieces of information faster and cheaper than human fact checkers (Quelle and

Bovet 2024; Lim and Perrault 2023; Pathak, Shaikh, and Srihari 2020);

. Effectively impact users’ belief of claims both the short and long term (Neilson and Graves 2020);

. Verify non-textual media (Akhtar et al. 2023)
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Potential Negative Effects

Could be impartial in detecting misinformation

Impartialities could result from biases in training data, selection of sources used to verify
claims, orideological biases in AFC creators (Unver 2023)

* Could misidentify as a result of attacks: “Planting” attacks—in which hackers tamper with

verifying sources or flood the internet with false claims--can cause AFCs to incorrectly verify
misinformation (Abdelnabi and Fritz 2023).

Could cause Backfire Effect, in which correcting misinformation causes users to “double down”
in believing it (Swire-Thompson et al. 2023).
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Recommendations

* |Increased Transparency: Privately-developed, publicly-used AFCs should disclose the external sources

used to verify claims to the user. This would:
* Show any selection bias in sources used to verify claims;
* Identify sources that have been tampered with in case of planting attack;

* (Maybe) assuage the backfire effect by providing evidence.
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